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AS: The scope of self
• So#ware systems are increasingly autonomous in making decisions 

( on behalf of poten:al users or pro-ac:vely). 

• The power of self goes beyond the ability of subs:tu:ng human 
agents in supplying (contextual) informa:on that the system may 
use to make decisions while con:nuously running. 

• Depending on the nature, property, and use of this informa:on, an 
autonomous system may impact moral rights of the users, be they 
single ci)zens, groups, or the society as a whole 

• It exceeds the system boundaries invading user preroga:ves

Privacy and Ethics



Autonomous cars, …
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Privacy

• It emerged with the large scale availability of 
automa8cally processable personal data

• Philosophical, regulatory and technical 
approaches

• It is an ethical dimension
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Philosophical Perspec-ve

• privacy  as  related  to  personal information  
on  which  we  want  to  exercise  direct and  
unconditional control concerning its diffusion
and disclosure 

W. Prosser. Privacy - California Law Review  1960.
B. Roessler.  Xprivacy as a human right. Proceedings  of the Aristotelian 
Society, 117(2):187–206, 2017
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Regulatory Perspec-ve
• General Data protec:on Regula:on (GDPR) (May 2018)
• Art.1

– Regula'on lays down rules rela'ng to the protec'on of natural 
persons with regard to the processing of personal data and rules 
rela'ng to the free movement of personal data.

– This Regula'on protects fundamental rights and freedoms of natural 
persons and in par'cular their right to the protec'on of personal data.

– …

• Art. 2 
– This Regula'on applies to the processing of personal data wholly or 

partly by automated means and to the processing other than by 
automated means of personal data which form part of a filing system 
or are intended to form part of a filing system.

– …
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Technical Perspec-ve
• Privacy by design provides high-level guidelines in the form of principles  

for  designing  privacy-preserving  systems
• Privacy preferences have been historically implemented by means of 

permission systems that comprise both specification of access policies and 
their enforcement 

• User involvement: users nudged towards better solutions. Soft 
Paternalism principles
– A. Acquisti, et. al.  Nudges for privacy and security:  Understanding and 

assisting users’ choices online. ACM Comput. Surv. , 50(3):44:1–44:41, Aug. 
2017. 

• Privacy persona characterizing groups of users by privacy preferences

• Privacy assistant  human or virtual, S. Ovide. How to make data privacy 
real, New York Times January 19 2021
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Ethics

• “Advances in AI, robo0cs and so-called ‘autonomous’ 
technologies have ushered in a range of increasingly urgent 
and complex moral ques0ons. Current efforts to find answers to 
the ethical, societal and legal challenges that they pose and to 
orient them for the common good represent a patchwork of 
disparate ini0a0ves. This underlines the need for a collec0ve, 
wide-ranging and inclusive process of reflec0on and dialogue, a 
dialogue that focuses on the values around which we want to 
organise society and on the role that technologies should play 
in it. “
– European Group on Ethics in Science and New Technologies. statement on 

ar9ficial intelligence,  robo9cs and ‘autonomous’ systems. 
h@ps://ec.europa.eu/research/ege/pdf/ege_ai_statement_2018.pdf, 2018
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The space of decisions

• The autonomous system takes decisions that 
results in actions

• Depending on the context, actions have an ethical 
implication (machine ethics):
– Push the brake in presence of the red traffic light
– Push the brake to avoid running on people crossing 

the street

Actions are finite and depend on the domain, contexts 
are potentially infinite but in practice made discrete 
(given the domain)
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The autonomous car case
• Ethical problems: The trolley problem

• The trolley problem hNp://www.trolleydilemma.com
• MIT Moral machine hNp://moralmachine.mit.edu
- E. Awad et others, The Moral Machine experiment, Nature 
volume 563, pages59–64 (2018), October 2018

• Philosophical debate
– Mandatory ethics vs Ethical Knob

-J. Gogoll and J. F. M ̈uller. Autonomous cars:  In favor of a mandatory ethics 
se`ng. Science and Engineering Ethics, 23(3):681–700, Jun 2017.
-G. Con'ssa, F. Lagioia, and G. Sartor.  The ethical knob: ethically-customisable
automated vehicles and the law. Ar'ficial Intelligence and Law, 25(3):365–
378, 2017 
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The harm of digital society
Citizens moral rights, 
as well as the social,
economic and political
spheres are at danger

But … it is unavoidable

We are in the Mangrove 
societies, Floridi’s metaphore
of the digital world
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Many ini9a9ves (the patchwork)
european bias

• Regulatory  
– GDPR, autonomous driving, AI legisla<on

• Scien#fic socie#es
– USACM:  Statement on algorithmic transparency and accountability 
– EUACM: When computers decide: European recommenda'ons on 

machine-learned automated decision making.

• Ins#tu#onal
– European Data Protec<on Supervisor (EDPS)
– Ethics Advisory Group: Towards a new Digital Ethics 
– EEC High-Level Expert Group in AI: DraO ethic 

Guidelines for Trustworthy  AI (Apr 2019)
– White paper on AI. European Commission 2020
– AI legisla<on. European Commission forthcoming
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The quest for an ethical approach

• EDPS in his strategy 2015-2019 sets out the goal to address the 
emerging challenges on data protec?on with an ethical approach. 

• Ethics Advisory Group to steer a reflec?on on the ethical 
implica?ons that the digital world emerging from the present 
technological trends puts forward

• In “Opinion Toward a new digital ethics” (2015) EDPS 
– iden'fies the fundamental right to privacy and the protec'on of 

personal data as core elements of the new digital ethics necessary to 
preserve human dignity.  

– calls for a big data protec'on ecosystem that shall  involve  developers,  
businesses,  regulators  and  individuals  in  order  to  provide  ‘future-
oriented regula'on’,  ‘accountable  controllers’,  ‘privacy-conscious  
engineering’,  and  ‘empowered individuals’. 
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Ethics Guidelines for Trustworthy AI 
of EU High-Level Expert Group on AI

• respec&ng the rule of law; 
• being aligned with agreed ethical principles and 

values, including privacy, fairness, human dignity;
• keeping us, the humans, in control; 
• ensuring the system's behavior is transparent to us, 

its decision making process is explainable; and 
• being robust and safe, that is system's behavior

remains trustworthy even if things go wrong.
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Human at the center 1

• “the principle of human dignity, understood as 
the recogni8on of the inherent human state of 
being worthy of respect, must not be violated 
by ‘autonomous’ technologies”

European Group on Ethics in Science and New Technologies. statement 
on ar?ficial intelligence,  robo?cs and ‘au-tonomous’ systems. 
hRps://ec.europa.eu/research/ege/ pdf/ege_ai_statement_2018.pdf, 
2018.
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Human at the center 2

• It is more than having humans as explicit 
components of a system

• It is about li@ing humans to be actors in the 
digital world by becoming autonomous 
systems that interact “au pair” with the rest of 
the digital world
– Empower the user
– From a passive to an ac&ve role
– It requires an architectural approach
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Digital Ethics
Digital ethics is the branch of ethics that aims at formula'ng and suppor'ng 
morally good solu'ons through the study of moral problems rela'ng to 
personal data, (AI) algorithms  and  corresponding  prac'ces  and  
infrastructures.  

Hard ethics  is defined and enforced by digital legisla'on.  Legisla'on is 
necessary but insufficient,  since it does not cover everything,  nor should it.

So; ethics is the space of moral decisions that is lei to the actors of the digital 
world,  e.g., companies and ci'zens. It deals what ought and ought not to be 
done over and above the exis'ng regula'on, without trying to by-pass or 
change the hard ethics 

• L.  Floridi.   Soi  ethics  and  the  governance  of  the  digital. Philosophy & 
Technology, 31(1):1–8, Mar 2018.
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A motivating example - 1

A parking  lot  in  a  big  mall;
• two autonomous connected vehicles A and B, with one 

passenger  each,  are  compeEng  for  the  same  parking  lot.   
Passenger  in  A  has health problems.   

• A and B are rented vehicles, they are mulE-user and have a 
default decision algorithm (ethic).  That is, the cars will look 
for the free parking lot that is closer to the point of interest, in 
case of contenEon the closest car gets in.  A and B are 
approaching the parking lot.  B is closer, therefore it will take 
the parking lot. 

• Seems fair enough … however …
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A mo9va9ng example - 2

• Suppose that by communica'ng with A, passenger in B  receives the 
informa'on that the passenger in A has health problems. Should 
passenger B follow her ethics (a virtue ethic) she would decide to leave 
the parking lot to A. 

This  use  case  shows many things:
o personal  privacy  is  strictly  connected  to  ethics:  by  disclosing  a  

personal informa'on like this, the passenger in A follows a u'litarian view 
which is related to the expecta'on that surrounding drivers might have a 

virtue personal ethic
o Individuals have different ethics also depending on the context, indeed 

neither a person nor a society apply moral categories separately, rather 
everyday morality is in constant flux among norms, u'litarian assessment 
of consequences, and evalua'on of virtues 

o A decision policy that seemed fair (to whom?) does not correspond to the 
personal ethic 
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What do we learn from the example - 1 

• PuAng human at the center requires to have a 
certain level of customiza8on/enforcing of the 
decisions of the autonomous systems

• We postulate that this level corresponds to 
the so@ ethics of each individual

• So@ ethics shall live on top and be consistent
with hard ethics

• Individuals use different ethics depending on 
the context also regarding their personal data 
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What do we learn from the example - 2 

• so@ ethics is associated to individuals and 
hard ethics to systems, i.e. autonomous cars

• The two need to combine (moral agreement) 
when an individual and a system interact 

• Focus is on interac8ons of independent 
systems at the architectural level

• This puts architectural requirements on the 
autonomous systems
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Empowering the user

So# ethics
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EXOSKELETON
preferences interface:
To realize Virtue ethics 

behaviours



How and when to decide? 
2 C. Benzmüller et al. / Artificial Intelligence 287 (2020) 103348

Fig. 1. Explicit ethical reasoner for intelligent autonomous systems.

and legal reasoning: by representing examples, ethico-legal domain theories, deontic logics and logic combinations in a 
computational system we enable predictions and their assessment, and apply formal methods. Given this motivation to 
experiment-with, explore and assess different theories and logics in the design of ethical intelligent reasoners we address 
the following research questions:

A: Which formal framework to choose,
B: which methodology to apply, and
C: which tool support to consult

for experimentation with ethico-legal theories?
Several examples of computational tools to experiment with ethical reasoners, normative systems and deontic logics 

have been introduced in the recent literature [8–13] and are used in this article to illustrate the feasibility of the proposed 
solutions. LogiKEy extracts the general insights from these prior case studies and bundles them into a coherent approach.

1.1. Formal framework: expressive classical higher-order logic

We first explain why we use classical higher-order logic (HOL), i.e., Church’s type theory [14], as our formal framework. 
To understand the challenge of the choice of a formal framework (cf. our research question A), consider the requirements of 
a typical ethical agent architecture as visualized in Fig. 1. The displayed architecture for an intelligent autonomous system 
[15] with explicit ethical competency distinguishes an explicit ethical reasoner and ethico-legal domain theories from an AI 
reasoner/planner and from other components, including also application data and knowledge available to both reasoners. 
The ethical reasoner takes as input suggested actions from the AI reasoner/planner, hints to relevant application data and 
knowledge, and the ethico-legal domain theories, and it produces as output assessments and judgements concerning which 
actions are acceptable or not, and it also provides corresponding explanations. That is, the actions suggested by the AI 
reasoners in Fig. 1 are not executed immediately, but additionally assessed by the ethical reasoner for compliance with 
respect to the given ethico-legal domain theories. This assessment is intended to provide an additional, explicit layer of 
explanation and control on top of the AI reasoner, which ideally already comes with solid own ethical competency. For 
the aims in this article, the details of the ethical agent architecture are not important. For example, it does not matter 
whether computations on the level of the AI reasoner are based on sub-symbolic or symbolic techniques, or combinations 
of them, since the suggested actions are not executed immediately—at least not those considered most critical. Instead they 
are internally assessed, before execution, against some explicitly modelled ethico-legal theories. These theories govern and 
control the behaviour of the entire system, and they also support—at this upper-level—system verification and intuitive user 
explanations. What counts, in particular, in highly critical contexts, is not only how an AI reasoner computed the critical 
action it wants to perform, but in particular whether this action passes the additional assessment by the upper-level explicit 
ethical reasoner before its execution.

The formal framework of the ethical reasoner has to be populated with ethico-legal domain theories, be able to combine 
logics, reason about the encoded domain theories, and experiment with concrete applications and examples, as visualized 
in Fig. 2.
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The Exosoul Project

• Empowering the user with a so@ware 
exoskeleton that mediates the interac8ons 
with the digital world according to her (so@-) 
ethics preferences.

We aim at producing and delivering Exosoul
so@ware components
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The Exosoul architecture
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Autonomous Systems
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Automo9ve Func9onal architecture

Provided 
Interfaces for 

user 
personaliza-on

A func'onal reference architecture for autonomous driving
S. Behere M. Törngren, Informa'on and So=ware Technology, Volume 73, 2016, Pages 136-150

Hard ethics



Empowering the user

So# ethics
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EXOSKELETON
preferences interface:
To realize Virtue ethics 

behaviours



On board
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Challenges
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Challenges - 1
• Express the user (soX-) ethical preferences. Top down and boRom 

up: ethical categories, disposi?ons, specifica?on paRerns, social 
psychology, privacy persona, etc.

• Automa?ze the exoskeleton produc?on: synthesis and model driven 
engineering

• Design the system’s self boundaries to hard ethical decision: 2 
domains (automo?ve, mobile)

• Define the system interface and protocol requirements to allow 
matching with the user’s exoskeleton (protocols)

• Bridge the gap between ethical preferences and actual decision 
making: model 2 model transforma?ons
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Challenges - 2

• It is a multidisciplinary effort across different 
disciplines and inside computer science

• Philosophers, sociologists, psycologists, 
software engineers shall work together

• Increase awareness in users and system 
producers
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The Exosoul Team

• Paola Inverardi, Marco Au#li, Davide Di Ruscio, 
Patrizio Pelliccione, Massimo Tivoli, Gianluca 
Scoccia

• Simone Gozzano, Marco Segala, Lorenzo Greco, 
Donatella Dona#

• Geraldina Rober#
• Massimiliano Palmiero
• XXX  recrui#ng
• Patrizio Migliarini 

Rosso Informa6ci
Verde Filosofi

Giallo Sociologi
Celeste Psicologi

Nero filosofo e computer science
Viola giusris6



Cosa cambia nella nostra ricerca?
• 1st Workshop on Advances in Human-Centric 

Experiments in Software Engineering
• Human22 – Workshop SANER 2021 https://human-

conf.github.io/human22/man-conf.github.io/human22/
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L’altro lato dello speQro: Dall’uomo alla terra
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